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ABSTRACT. A keyword query is the representation of the information need of a user, and is the
result of a complex cognitive process which often results in under-specification. We propose
an unsupervised method namely Latent Concept Modeling (LCM) for mining and modeling la-
tent search concepts in order to recreate the conceptual view of the original information need.
We use Latent Dirichlet Allocation (LDA) to exhibit highly-specific query-related topics from
pseudo-relevant feedback documents. We define these topics as the latent concepts of the user
query. We perform a thorough evaluation of our approach over two large ad-hoc TREC collec-
tions. Our findings reveal that the proposed method accurately models latent concepts, while
being very effective in a query expansion retrieval setting.

RÉSUMÉ. Une requête est la représentation du besoin d’information d’un utilisateur, et est le
résultat d’un processus cognitif complexe qui mène souvent à un mauvais choix de mots-clés.
Nous proposons une méthode non supervisée pour la modélisation de concepts implicites d’une
requête, dans le but de recréer la représentation conceptuelle du besoin d’information initial.
Nous utilisons l’allocation de Dirichlet latente (LDA) pour détecter les concepts implicites de
la requête en utilisant des documents pseudo-pertinents. Nous évaluons cette méthode en pro-
fondeur en utilisant deux collections de test de TREC. Nous trouvons notamment que notre
approche permet de modéliser précisément les concepts implicites de la requête, tout en ob-
tenant de bonnes performances dans le cadre d’une recherche de documents.
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1. Introduction

Information retrieval is about satisfying a user’s information need, usually by re-

trieving documents or passages from a target collection. Traditionally the user repre-

sents her information need by a query composed of a few words, or keywords, which

is submitted to the retrieval system. The system considers this representation as input

and attempts to match documents against the query words, thus forming an ordered

list of documents ranked by their estimated relevance to the query. However, repre-

senting a complete information need with keywords may introduce ambiguity, or the

user could lack the vocabulary or the core concepts needed to effectively formulate

the query. More, Ingwersen stated in (Ingwersen, 1994) that “the user’s own request
formulation is a representation of [her] current cognitive state concerned with an in-
formation need”. A query may not contain sufficient information if the user is search-

ing for some topic in which he-she is not confident at all. Hence, without some kind

of context, the retrieval system could simply miss some nuances or details that the

user did not – or could not – provide in query. This context can take the form of inter-

est modeling based on historic (or social) behavior, or can be composed of evidences

extracted from documents (Finkelstein et al., 2002; White et al., 2009). The latter is

better known under the “concept-based retrieval” idiom and received much attention

throughout the years (Bai et al., 2007; Bendersky et al., 2011; Chang et al., 2006;

Egozi et al., 2011; Metzler, Croft, 2007). The basic idea is to expand the queries with

sets of words or multiword terms extracted from feedback documents. This feedback

set is composed of documents that are relevant or pseudo-relevant to the initial query

and are likely to carry important pieces of information about the search context. Words

that convey the most information or that are the most relevant to the initial query are

considered as latent concepts (or implicit query concepts), and used to reformulate the

query.

The problem with this concept-based retrieval approach is that each word accounts

for a specific concept. However, different words associations can lead to different

concepts, or express different notions, that would not exist when considering words

separately. Moreover, a concept represents a notion and can be viewed as a coherent

fragment of knowledge. Stock (2010) gives a definition that follows that direction by

asserting that a “concept is defined as a class containing certain objects as elements,
where the objects have certain properties”. Faceted Topic Retrieval (Carterette, Chan-

dar, 2009) is an attempt to retrieve documents that cover all the concepts (or facets)

of the query. However, while assuming that a query can be related to a finite number

of facets, the authors did not address the problem of query facets identification, which

we tackle in this work.

The goal of this work is to accurately represent the underlying core concepts in-

volved in a search process, hence indirectly improving the contextual information.

For this purpose, we introduce an unsupervised framework that tracks the implicit

concepts related to a given query, and improves query representation by incorporating

these concepts to the initial query. For each query, our method extracts latent concepts

from a reduced set of feedback documents initially retrieved by the system. These
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documents can come from any textual source of information. The view of a concept

introduced by Stock (2010) is coherent with the topics identified by topic modeling al-

gorithms. Based on the words used within a document, topic models learn topic level

relations by assuming that the document covers a small set of concepts. Learning the

topics from a document collection can help to extract high level semantic information,

and help humans to understand the meaning of documents. Latent Semantic Index-

ing (Deerwester et al., 1990) (LSI), probabilistic Latent Semantic Analysis (Hofmann,

2001) (pLSA) and Latent Dirichlet Allocation (Blei et al., 2003) (LDA) are the most

famous approaches that tried to tackle this problem throughout the years. Topics pro-

duced by these methods are generally fancy and appealing, and often correlate well

with human concepts. This is one of the reasons of the intensive use of topic mod-

els (and especially LDA) in current research in Natural Language Processing (NLP)

related areas.

The example presented in Table 1 shows the latent concepts identified by our ap-

proach for the query “dinosaurs", using a large web crawl as source of information.

Each concept k is composed of words w that are topically related and weighted by

their probability P (w|k) of belonging to that concept. This weighting scheme em-

phasizes important words and effectively reflects their influence within the concept.

We perform the concept extraction part using the LDA generative probabilistic model.

Given a document collection, LDA computes the topic distributions over documents

and the word distributions over topics. Here, we use this latter distribution to represent

search-related concepts. In other words, we assimilate the topics identified by LDA

in the top-ranked pseudo-relevant documents as the latent concepts of the query. Our

method also weights concepts to reflect their importance with regard to the query, as

further detailed in Section 3.4. Concepts that contain words that are less likely to oc-

cur in the collection will be assigned a lower weight. In our example, the words that

compose the “toys" concept co-occur at a lower frequency than the other concepts.

The weight δ̂2 (= 0.021) reflects the rather low likelihood that the concept k2 would

be representing the underlying information need. Despite this low weight, the sys-

tem would however be able to retrieve relevant documents in case the user was really

searching for dinosaur toys.

The main strength of our approach is that it is entirely unsupervised and does not

require any training step. The number of needed feedback documents as well as the

optimal number of concepts are automatically estimated at query time. We emphasize

that the algorithms have no prior information about these concepts. The method is also

entirely independent of the source of information used for concept modeling. Queries

are not labeled with topics or keywords and we do not manually fix any parameter

at any time, except the number of words composing the concepts. We thoroughly

evaluate our approach on two main TREC collections. The experimental results show

that using such concepts to reformulate the query can lead to significant improvements

in the document retrieval effectiveness.

The remainder of this paper is organized as follows. In Section 2, we review

related topic modeling approaches for information retrieval. Section 3 provides a
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Table 1. Concepts identified for the query “dinosaurs" (TREC Web Track topic 14) by
our approach. Probabilities act as weights and reflect the relative informativeness of
words within a concept k. Concepts are also weighted accordingly. We have labeled
the concepts manually for clarity purpose

k0

P (w|k0) word w

0.196 feathers

0.130 birds

0.112 evolved

0.102 flight

0.093 dinosaurs

0.084 protopteryx

0.065 fossil

...
︸ ︷︷ ︸

birds (δ̂0 = 0.434)

k1

P (w|k1) word w

0.257 dinosaur

0.180 devil

0.095 moon-boy

0.054 bakker

0.054 world

0.049 series

0.045 marvel

...
︸ ︷︷ ︸

comic (δ̂1 = 0.254)

k2

P (w|k2) word w

0.370 dinosaur

0.165 price

0.112 party

0.053 birthday

0.039 game

0.023 toys

0.021 t-rex

...
︸ ︷︷ ︸

toys (δ̂2 = 0.021)

k3

P (w|k3) word w

0.175 dinosaur

0.125 kenya

0.122 years

0.087 fossils

0.082 paleontology

0.072 expedition

0.070 discovery

...
︸ ︷︷ ︸

paleontology (δ̂3 = 0.291)

quick overview of Latent Dirichlet Allocation, then details our proposed approach.

Section 4.4 gives some insights on the general sources of information we use to model

latent concepts. We evaluate our approach and discuss the results in Section 4. Finally,

Section 5 concludes the paper and offers some perspectives for future work.

2. Related work

One main problem in ad hoc Information Retrieval (IR) is the difficulty for users

to translate a complex information need into a keyword query. The most popular and

effective approach to overcome this problem is to improve the representation of the

query by adding query-related “concepts”. This approach mostly relies on pseudo-

relevance feedback, where these so-called “concepts” are the most frequent words

occurring in the top-ranked documents retrieved by the retrieval system (Lavrenko,

Croft, 2001). From that perspective, topic models seem attractive in the sense that

they can provide a descriptive and intuitive representation of concepts.

The work presented in this paper crosses the bridge between extra-corpora implicit

feedback approaches and cluster-based information retrieval. Probabilistic topic mod-

eling (and especially Latent Dirichlet Allocation) for information retrieval has been

widely used recently in several ways (Andrzejewski, Buttler, 2011; Lu et al., 2011;

Park, Ramamohanarao, 2009; Wei, Croft, 2006; Yi, Allan, 2009) and all studies re-

ported improvements in document retrieval effectiveness. The main idea is to build

a static topic model (using either LSA, pLSA, or LDA) of the collection, which will

never be further updated, and to smooth the document language model by incorporat-

ing probabilities of words that belong to some topics matching the query (Lu et al.,
2011; Park, Ramamohanarao, 2009; Wei, Croft, 2006; Yi, Allan, 2009). The idea

of using feedback documents was explored in (Andrzejewski, Buttler, 2011), where

query-specific topics are chosen from the top two documents returned by the original

query. These topics are identified using the document-topic mixture weights previ-
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ously computed by LDA over the entire collection with the aim of finally expanding

the query. The main drawback of all the aforementioned approaches is that topics

are learned on the whole target document collection prior to retrieval, thus leading

to a static topical representation of the collection. Depending on the query and on

its specificity, topics may either be too coarse or too fine to accurately represent the

latent concepts of the query. In contrast, our approach use topic models directly on

pseudo-relevant feedback documents, which are topically related to the query. To our

knowledge, our approach is the first attempt to apply probabilistic topic models to a

limited set of documents in order to exhibit latent search concepts. This is also the first

one to report of using several sources of feedback documents for varying the concept

representations.

The impact of using different external sources of knowledge for improving re-

trieval effectiveness has also been investigated in the past, but studies mainly concen-

trated on demonstrating how the use of a single resource could improve performance.

Data sources like Wikipedia (Li et al., 2007; Suchanek et al., 2007), WordNet (Liu et
al., 2004; Suchanek et al., 2007), news corpora or even the Web itself (Diaz, Metzler,

2006) were used separately for enhancing search performances. Diaz and Metzler in-

vestigated in (Diaz, Metzler, 2006) the use of large and general external resources.

They present a Mixture of Relevance Models that estimates the query model using a

news corpus and two web corpora as external sources.

In this paper, we extend our previous studies around the Latent Concept Mod-

eling framework (Deveaud et al., 2013b), which mainly consists at applying topic

modeling algorithms such as LDA to a small set of pseudo-relevant feedback docu-

ments (Deveaud et al., 2013a; Ye et al., 2011). While we recall the main principles

of our method in the next section, we perform a thorough evaluation of the estimated

parameters and of the retrieval effectiveness.

3. Latent Concept Modeling (LCM)

We propose to model the latent concepts that exist behind an information need and

to use them to improve the query representation, thus leading to better retrieval. Let

R be a collection of text documents in which the latent concepts will be extracted.

An initial subset RQ is formed by the top feedback documents retrieved by a first

retrieval step using the initial query Q. The retrieval algorithm can be of any kind,

the important point is that RQ is a reduced collection that contains the top documents

ranked by an automatic and state-of-the-art retrieval process.

3.1. Latent Dirichlet Allocation

Latent Dirichlet Allocation is a generative probabilistic topic model (Blei et al.,
2003). The underlying intuition is that documents exhibit multiple topics, where a

topic is a multinomial distribution over a fixed vocabulary W : LDA considers docu-

ments as mixtures of topics and topics as mixtures of words. The goal of LDA is to
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automatically discover the topics from a collection of documents. The documents of

the collection are modeled as mixtures over K topics, each of which is a multinomial

distribution over W . Each topic multinomial distribution φk is generated by a conju-

gate Dirichlet prior with parameter ~β, while each document multinomial distribution

θd is generated by a conjugate Dirichlet prior with parameter ~α. Thus, the topic pro-

portions for document d are θd, and the word distributions for topic k are φk. In other

words, θd,k is the probability of topic k occurring in document d (i.e. PTM (k|d)).
Respectively, φk,w is the probability of word w belonging to topic k (i.e. PTM (w|k)).
Exact LDA estimation was found to be intractable and several approximations have

been developed (Blei et al., 2003; Griffiths, Steyvers, 2004). We use in this work the

algorithm implemented and distributed by Pr. Blei1.

The advantage of using LDA on a query-based set of documents is that it can model

topics that are highly related to the query: namely the latent concepts of the query.

There are several issues that we need to tackle in order to accurately model these

concepts for further retrieval. First, how to estimate the right amount of concepts?

LDA is an unsupervised approach but needs some parameters, including the number

of desired topics. A dozen feedback documents clearly cannot address hundreds of

topics, we thus need to estimate the right amount of topics. Similarly, which number

of feedback documents must be chosen to ensure that the concepts we extract are

actually related to the query? In other words: how to ultimately avoid noisy concepts?

Third, the different concepts do not have the same influence with respect to a given

information need. The same problem occurs within the concepts where some words

are more important than others. Scoring and weighting these words and concepts is

then essential to reflect their contextual importance. Finally, how to use these latent

concepts to actually improve document retrieval? How do they cope with existing

retrieval algorithm?

We describe our approach in the following subsections, where we tackle all the

issues mentioned above, while a detailed evaluation is provided in Section 4.

3.2. Estimating the number of concepts

There can be a numerous amount of concepts underlying an information need. La-

tent Dirichlet Allocation allows to model the topic distribution of a given collection,

but the number of topics is a fixed parameter. However we cannot know in advance

the number of concepts that are related to a given query. We propose a method that au-

tomatically estimates the number of latent concepts based on their word distributions.

Considering LDA’s topics are constituted of the n words with highest probabilities,

we define an argmax[n] operator which produces the top-n arguments that obtain the

1. http://www.cs.princeton.edu/~blei/lda-c
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n largest values for a given function. Using this operator, we obtain the set Wk of the

n words that have the highest probabilities PTM (w|k) = φk,w in topic k:

Wk = argmax
w

[n] φk,w

Latent Dirichlet Allocation must be given a number of topics in order to esti-

mate topic and word distributions. Several approaches tried to tackle the problem

of automatically finding the right number of LDA’s topics contained in a set of doc-

uments (Arun et al., 2010; Cao et al., 2009). Even though they differ at some point,

they follow the same idea of computing similarities (or distances) between pairs of

topics over several instances of the model, while varying the number of topics. Iter-

ations are done by varying the number of topics of the LDA model, then estimating

again the Dirichlet distributions. The optimal amount of topics of a given collection is

reached when the overall dissimilarity between topics achieves its maximum value.

We propose a simple heuristic that estimates the number of latent concepts of a

user query by maximizing the information divergence D between all pairs (ki, kj) of

LDA’s topics. The number of concepts K̂ estimated by our method is given by the

following formula:

K̂ = argmax
K

1

K(K − 1)

∑

(k,k′)∈TK

D(k||k′) (1)

where K is the number of topics given as a parameter to LDA, and TK is the set of

K topics modeled by LDA. In other words, K̂ is the number of topics for which LDA

modeled the most scattered topics. The Kullback-Leibler divergence measures the

information divergence between two probability distributions. It is used in particular

by LDA in order to minimize topic variation between two expectation-maximization

iterations (Blei et al., 2003). It has been widely used in a variety of fields to measure

similarities (or dissimilarities) between word distributions (AlSumait et al., 2008).

Considering it is a non-symmetric measure, we use the Jensen-Shannon divergence,

which is a symmetrised version of the KL divergence, to avoid obvious problems when

computing divergences between all pairs of topics. It is formally written as:

D(k||k′) =
1

2

∑

w∈Wk∩Wk′

PTM (w|k) log
PTM (w|k)

PTM (w|k′)
+

1

2

∑

w∈Wk∩Wk′

PTM (w|k′) log
PTM (w|k′)

PTM (w|k)
(2)

The word probabilities for given topics are obtained from the multinomial distributions

φk. The final outcome is an estimated number of topics K̂ and its associated topic

model. The resulting TK̂ set of topics is considered as the set of latent concepts

modeled from a set of feedback documents. We will further refer to the TK̂ set as a

concept model.
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3.3. Maximizing conceptual coherence

A problem with pseudo-relevance feedback based approaches is that non-relevant

documents can be included in the set of feedback documents. This problem is much

more important with our approach since it could result with learned concepts that

are not related to the initial query. We mainly tackle this difficulty by reducing the

amount of feedback documents. Relevant documents concentration is higher in the

top ranks of the list. Thus, one simple way to reduce the probability of catching noisy

feedback documents is to reduce their overall amount. However an arbitrary number

cannot be fixed for all queries. Some information needs can be satisfied by only 2

or 3 documents, while others may require 15 or 20. Thus the choice of the feedback

documents amount has to be automatic for each query.

Extensive work has been done on estimating optimal samples of feedback doc-

uments for query expansion (He, Ounis, 2009; Tao, Zhai, 2006). Previous research

by He and Ounis (He, Ounis, 2009) however showed that there are no or very lit-

tle statistical differences between doing PRF with the top pseudo-relevant feedback

documents and doing RF, depending on the size of the sample. We take a different

approach here and choose the less noisy concept model instead of choosing only the

most relevant feedback documents. To avoid noise, we favour the concept model that

is the most similar to all the other concept models computed on different samples of

feedback documents. The underlying assumption is that all the feedback documents

are essentially dealing with the same topics, no matter if they are 5 or 20. Concepts

that are likely to appear in different models learned from various amounts of feedback

documents are certainly related to query, while noisy concepts are not. We estimate

the similarity between two concept models, TK̂,m and TK̂,n, by computing the simi-

larities between all pairs of concepts of the two models. Considering that two concept

models are generated based on different number of documents, they do not share the

same probabilistic space. Since their probability distribution are not comparable, com-

puting their overall similarity can be done solely by taking concept words into account.

We treat the different concepts as bags of words and use a document frequency-based

similarity measure:

sim(TK̂,m,TK̂,n) =
∑

k∈T
K̂,m

∑

k′∈T
K̂,n

|k ∩ k′|

|k|

∑

w

log
N

dfw
(3)

where |ki ∩ kj | is the number of words the two concepts have in common, dfw is the

document frequency of w and N is the number of documents in the target collection.

The initial purpose of this measure was to track novelty (i.e. minimize similarity)

between two sentences (Metzler et al., 2005), which is precisely our goal, except that

we want to track redundancy (i.e. maximize similarity).

The final sum of similarities between each concept pairs produces an overall sim-

ilarity score of the current concept model compared to all other models. Finally, the

concept model that maximizes this overall similarity is considered as the best candi-
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date for representing the implicit concepts of the query. In other words, we consider

the top M feedback documents for modeling the concepts, where:

M = argmax
1≤m≤20

∑

1≤n≤20,n 6=m

sim(TK̂,m,TK̂,n) (4)

In other words, for each query, the concept model that is the most similar to all other

concept models is considered as the final set of latent concepts related to the user

query. The results concept model TK̂,M represents the latent concepts of the query,

as defined by our method.

This method requires to run several LDA model and one could question the com-

putational cost and practical feasibility. However all models are learned on a very

small number of documents (typically ranging from 1 to 20), and are then a lot faster

to compute than models that operate on complete collections composed of hundreds

of thousands of documents.

3.4. Concept weighting

User queries can be associated with a number of underlying concepts but these

concepts do not necessarily have the same importance. Since our approach only es-
timates the best model, it still could yield noisy concepts, and some concepts may

also be barely relevant. Hence it is essential to emphasize appropriate concepts and

to depreciate inappropriate ones. One effective way is to rank these concepts and to

weight them accordingly: important concepts will be weighted higher to reflect their

importance. We define the score of a concept k as:

δk =
∑

D∈RQ

P (Q|D)PTM (k|D) (5)

where Q is the initial query. The underlying intuition is that relevant concepts occur in

top-ranked documents and have high probabilities in these documents. The probability

PTM (k|D) of a concept k appearing in document D is given by the multinomial

distribution θ previously learned by LDA.

Each concept is weighted with respect to its likelihood of representing the query,

but the actual representation of the concept is still a bag of words. Concept words are

the core components of the concepts and intrinsically do not have the same impor-

tance. The easier way of weighting them is to use their probability of belonging to a

concept k which are learned by Latent Dirichlet Allocation and given by the multi-

nomial distribution φk. Probabilities are normalized across all words, the weight of

word w in concept k is thus computed as follows:

φ̂k,w =
φk,w

∑

w′∈Wk
φk,w′

(6)

φ̂k,w =
PTM (w|k)

∑

w′∈Wk
PTM (w′|k)
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Finally, a concept learned by our latent concept modeling approach is a set of weighted

words representing a facet of the information need underlying a user query. Concepts

are also weighted to reflect their relative importance.

3.5. Document ranking

The previous subsections were all about modeling consistent concepts from re-

liable documents and modeling their relative influence. Here we detail how these

concepts can be integrated in a retrieval model in order to improve ad-hoc document

ranking. There are several ways of taking conceptual aspects into account when rank-

ing documents. Here, the final score of a document D with respect to a given user

query Q is determined by the linear combination of query word matches (standard

retrieval) and latent concepts matches. It is formally written as follows:

s(Q,D) = λ · P (Q|D) + (1− λ) ·
∏

k∈T
K̂,M

(
∏

w∈Wk

P (w|D)φ̂k,w

)δ̂k

(7)

where TK̂,M is the concept model that holds the latent concepts of query Q (see Sec-

tion 3.4) and δ̂k is the normalized weight of concept k:

δ̂k =
δk

∑

k′∈T
K̂
δk′

(8)

The equation (7) is equivalent to a developed form of Relevance Models (Lavrenko,

Croft, 2001), except that we reformulate the query using the weighted words of the

concepts we previously identified. The P (Q|D) (respectively, P (w|D)) probability is

the likelihood of document D being observed given the initial query Q (respectively,

word w). In this work we use a language modeling approach to retrieval (Lavrenko,

Croft, 2001). P (w|D) is thus the maximum likelihood estimate of word w in docu-

ment D, computed using the language model of document D in the target collection

C. Likewise, P (Q|D) is the basic language modeling retrieval model, also known

as query likelihood, and can be formally written as P (Q|D) =
∏

w∈Q P (w|D). We

tackle the null probabilities problem with the standard Dirichlet smoothing since it is

more convenient for keyword queries (as opposed to verbose queries) (Zhai, Lafferty,

2004), which is the case here. We fix the Dirichlet prior parameter to 1500 and do not

change it at any time during our experiments. However it is important to note that this

model is generic, and that the word matching function could be entirely substituted

by other state-of-the-art matching function (like BM25 (Robertson, Walker, 1994) or

information-based models (Clinchant, Gaussier, 2010)) without changing the effects

of our latent concept modeling approach on document ranking.
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4. Experiments

4.1. Experimental setup

We evaluated Latent Concept Modeling using two large TREC2 collections: Ro-

bust04 and ClueWeb09.

Robust04 collection is composed of news articles coming from various newspapers

and was used in the TREC 2004 Robust track. It is composed of well-known corpora:

FT (Financial Times), FR (Federal Register 94), LA (Los Angeles Times) and FBIS

(i.e. TREC disks 4 and 5, minus the Congressional Record). The test set contains 250

query topics and complete relevance judgements.

The ClueWeb09 is the largest web test collection made available to the information

retrieval community at the time of this study. This collection was involved in many

TREC tracks such as the Web, Blog and Million Query tracks. We consider here the

category B of the ClueWeb09 (ClueWeb09-B) which is composed of approximately

50 million Web pages. For the purpose of evaluation, we use the entire set of query

topics and relevance judgements of the TREC Web track.

Table 2. Summary of the TREC test collections used for evaluation

Name # documents # unique words Mean doc. length Topics used

Robust04 528,155 675,613 480 301-450, 601-700

ClueWeb09-B 50,220,423 87,330,765 805 1-150

We use Indri3 for indexing and retrieval. Both collections are indexed with the

exact same parameters: tokens are stemmed with the light Krovetz stemmer, and stop-

words are removed using the standard English stoplist embedded with Indri. As seen

in Section 3, concepts are composed of a fixed amount of weighted words. In this

work, we fix the number of words belonging to a given concept to n = 10. Indeed,

representing an LDA topic by its top-10 most probable words is a common practice

and “usually provide[s] sufficient detail to convey the subject of a topic, and distin-
guish one topic from another" (Newman et al., 2010).

4.2. Analysis of the estimated parameters

The methods we present allows to generate different concept models from variable

sets of pseudo-relevant feedback documents. We make the assumption that increasing

the number of those documents will increase the number of latent concepts. Hence, if

our Latent Concept Modeling approach is effective, the amount of estimated concepts

should increase as we increase the number of documents. We present in this section

2. http://trec.nist.gov

3. http://www.lemurproject.org
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a first analysis of the estimated number of concepts in function of the number of

pseudo-relevant feedback documents. More specifically, we estimate the value K̂

for each query of the two test collections and for each set of feedback documents,

we vary the number of feedback documents between 1 and 20. Then, we count the

number of queries for which K̂ is the same. The feedback documents come from the

target collection and are obtained by querying it using the standard language modeling

approach to retrieval.
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Figure 1. Number of queries for which K̂ where modeled, function of the number of
pseudo-relevant feedback documents. A bright yellow square means a high number of
queries, whereas a red square means that no query is associated to the corresponding
values

The results presented in Figure 1 show a clear correlation between the number of

concepts and the number of documents. For the two collections, the great majority of

queries exhibit a low amount of concepts (between 2 and 5), which are modeled from

reduced set of documents (between 2 and 8). We already observe a dispersion of the

number of concepts when the number of documents increases. This dispersion effect

is opposed to the cohesion which can be observed for low amounts of documents.

Document retrieval systems are designed to maximize (amongst others) precision at

low ranks, and it is well-known that the first retrieved documents tend to be more rel-

evant than the others. This is exactly what we see for less than 10 documents: they

deal essentially with the same information, and hence the same concepts. However,

increasing the number of documents increases the odds of using documents dealing

with a broad range of information or of related topics, or even non-relevant docu-

ments: the dispersion cone on Figure 1 illustrates this idea. The lower part of the cone

relates to the cases where many feedback documents deal with very similar informa-

tion (a high number of documents and a low number of concepts), while the higher

part relates to the cases where lots of topics are discussed in a few documents (with

lots of noise). This effect can also be explained by the fact that some queries directly
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target precise information needs, for which only a few documents can be related. All

the other retrieved feedback documents may be vague and do not necessarily contain

query-centric concepts.

It is also very interesting to see that the dispersion cone is more important for

the ClueWeb09-B collection than for the Robust04 one (Figure 1). This is a somewhat

obvious observation, but it seems that the size of the collection plays an important role

on retrieving pseudo-relevant feedback documents. For the ClueWeb09-B, we see that

a higher number of concepts is modeled from a limited amount of documents than for

Robust04. The latter exhibits a strong correlation between the number of concepts and

the number of documents, with almost a new concept appearing for each new feedback

document. This is coherent with the nature of this collection, which is composed

of news articles that focus in general on specific news topics. Moreover, Robust04

documents are on average two times shorter than the web pages of the ClueWeb09-B

collection, which logically reduce potential topical drifts within the documents.

While we showed in this section that our approach estimates a number of concepts

which is coherent with the number of feedback documents and with the nature of the

test collections, we still do not know if this number of concepts really represents a

“good" amount of latent search concepts. In the next section, we propose another

experiment which aims at exploring the accuracy of this estimation.

4.3. Correlations with hierarchical probabilistic topic models

At this point, we cannot say whether our method can identify the “good" latent

concepts of the query. Since the approach is entirely unsupervised, it learns directly

from the data and does not rely on a pre-labeled training set. Therefore for each query,

we do not know the number of concepts a priori, and a posteriori, we only have an

estimation for which we do not know the accuracy. In this section, we propose a

experiment that validates the use our method for estimating the number of concepts.

One solution to evaluate this accuracy would be to label each query manually.

To do this, assessors should identify and understand all the information related to

the query before extracting the concepts. Then, we could compare the concepts our

method identifies with the manually identified ones. The concepts our algorithm gen-

erates are represented as bags of words with latent semantic links, but these links

reveal their semantic through the interpretation of the human brain. Without humans

to interpret these relations, our concepts are nothing but probability distributions over

words and documents. Such a manual evaluation would thus be very subjective et

would require a considerable investment.

Instead, we decided to compare the number of concepts identified by our method

with the one identified by a hierarchical probabilistic topic model. More precisely,

we use the Hierarchical Dirichlet Processes (Teh et al., 2006) (HDP) which general-

izes the Latent Dirichlet Allocation by attributing weights to concepts. We build the

hierarchical topic models with the exact same pseudo-relevant feedback documents
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that were used for identifying the latent search concepts. The use of HDP was often

promoted by saying that it is non-parametric, i.e. it does not require the number of

concepts as an input. However this parameter is actually necessary to define the di-

mension of the Dirichlet distribution of words over concepts. The HDP model is thus

parametric but one way to overcome this limitation is by only considering the x con-

cepts that have the highest weight (above a fixed threshold). Hence we need to define

another parameter which controls the minimum value of a relevant concept in order to

get rid of setting the number of concepts. In this experiment, we note this threshold t

and fix it empirically to t = 0.05. We thus ignore all the concepts which have a weight

that HDP estimated being under 0.05.

Hence, we define an automatic method for identifying and quantifying concepts

that we can compare with our own approach. For each query of the two collections,

we measure the correlation between the number of concepts estimated by this method

and number of concepts estimated by ours. The initialization of HDP is random, the

results can then change between two executions. To overcome this problem we build

10 HDP models for each set of feedback documents and keep the mean number of

concepts. We report on Figure 2 the results of the Kendall τ correlation coefficient

for each individual query, for the two collections. We also report mean correlations in

Table 3.
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Figure 2. Kendall’s τ rank correlation coefficient between the number of topics es-
timated by the method presented in section 3.2 and Hierarchical Dirichlet Processes
(with a threshold t = 0.05), for each query of each collection. Correlations repre-
sented by black bars are statistically significant at a confidence level of 95%, while
red bars indicate there is no statistically significant correlation. Dotted line represents
the average correlation. We ordered queries by descending correlation

First, we can see that correlations are significant for a very large majority of

queries. We notice again that modeling concepts on the ClueWeb09-B seems to be

more difficult than on the Robust04: low correlations occur for 18%. The correlation

coefficients for the other queries are however close to the Robust04 ones.

Overall, these results are very good and confirm that our method is capable of es-

timating a realistic and accurate number of concepts, correlated with the HDP model.

However despite these correlations, there are great differences in the estimated num-
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Table 3. Mean correlations expressed by Pearson’s ρ and Kendall’s τ coefficients

ρ τ

Robust04 0,782 0,665

ClueWeb09-B 0,657 0,548

bers. More precisely, the HDP method always models between 4 and 6 concepts, no

matter the amount of pseudo-relevant feedback documents. Most of the time, using

only one feedback document leads to a model composed of 4 concepts, while using 20

documents leads to a model with approximately 6 concepts (remind that we average

over 10 models, these numbers are thus approximate). We tried to vary the threshold

t but it did not have a significant impact on the results. The HDP method thus seems

to identify “flat" and very sparse concepts when we use a low amount of documents.

When we increase the number of documents, concepts become too general and do

not capture semantic specificities. However, as we saw in the previous section, our

method adapts to the quantity of information expressed in the pseudo-relevant feed-

back documents, and the number of concepts increases almost linearly as we add more

of these information.

4.4. Identifying concepts from general sources of information

The global approach described in this paper requires a source of information from

which the feedback documents could be extracted. This source of information can

come from the target collection, like in traditional relevance feedback approaches, or

from an external collection. In this work, we use a set of different data sources that

are large enough to deal with a broad range of topics: Wikipedia as an encyclope-

dic source, the New York Times and GigaWord corpora as sources of news data and

the category B of the ClueWeb094 collection as a Web source. The English Giga-

Word LDC corpus consists of 4,111,240 newswire articles collected from four distinct

international sources including the New York Times (Graff, Cieri, 2003). The New

York Times LDC corpus contains 1,855,658 news articles published between 1987

and 2007 (Sandhaus, 2008). The Wikipedia collection is a dump from July 2011 of the

online encyclopedia that contains 3,214,014 documents5. We removed the spammed

documents from the category B of the ClueWeb09 according to a standard list of

spams for this collection6. We followed authors recommendations (Cormack et al.,
2011) and set the "spamminess" threshold parameter to 70. The resulting corpus is

composed of 29,038,220 pages.

4. http://boston.lti.cs.cmu.edu/clueweb09/

5. http://dumps.wikimedia.org/enwiki/20110722/

6. http://plg.uwaterloo.ca/~gvcormac/clueweb09spam/
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Table 4. Information about the four general sources of information we used

Resource # documents # unique words # total words

NYT 1,855,658 1,086,233 1,378,897,246

Wiki 3,214,014 7,022,226 1,033,787,926

GW 4,111,240 1,288,389 1,397,727,483

Web 29,038,220 33,314,740 22,814,465,842
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Figure 3. Histograms that show the number of queries in function of the number K̂ of
latent concepts (Section 3.2) and the number M of feedback documents (Section 3.3)

Figure 3 depicts the number of queries in function of the estimated numbers of

latent concepts and feedback documents, for both collections. We observe that param-

eter estimation behaves roughly the same for the two collections. Between two and

three concepts are identified for a large majority of queries. Likewise, these concepts

are identified within a reduced set of between two and four documents. It is inter-

esting to note the differences between the Web source and Wikipedia, especially for

the number of feedback documents. We see that 2 or 3 Wikipedia articles are enough

for approximately 60% of queries, whereas a larger number is required for the Web

source. This is very coherent with the nature of Wikipedia, where articles are writ-

ten with the aim of being precise and concise. When articles become too large, they

are often split into several other articles that focus on very specific points. This is

confirmed by a strong and statistically significant correlation between the number of
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concepts K̂ and the number of documents M for Wikipedia. Pearson’s test ρ = 0.7
for ClueWeb09 queries, and ρ = 0.616 for Robust04 queries. Likewise, our method

handles the heterogeneous nature of the Web and needs to choose a larger number of

feedback documents in order to accurately model the latent concepts. The two param-

eters are less correlated for the Web source (ρ = 0.33 for ClueWeb09 and ρ = 0.39
for Robust 04), which reflects this heterogeneity and the difficulty to estimate the pa-

rameters.

4.5. LCM-based retrieval

After showing that the approach described in this paper is capable of adaptively

modeling accurate concepts without relying on fixed sources of information, we eval-

uate in this section how they can be used to improve document retrieval effective-

ness. We use three standard evaluation metrics for comparing the approaches: nor-

malized Discounted Cumulative Gain and precision, both at 20 documents (nDGC20

and P@20), and Mean Average Precision (MAP) of the whole ranked list.

Table 5. Document retrieval performances on two major TREC test collections. Latent
concepts are modeled by the approach presented in this paper, and used to reformulate
the initial user query. We use two sided paired wise t-test to determine statistically
significant differences with Markov Random Field for IR (Metzler, Croft, 2005) (∗ :
p < 0.1; ∗∗ : p < 0.05; ∗∗∗ : p < 0.01) and Latent Concept Expansion (Metzler,
Croft, 2007) (r : p < 0.1; rr : p < 0.05; rrr : p < 0.01)

ClueWeb09-B Robust04

nDCG@20 P@20 MAP nDCG@20 P@20 MAP

MRF 0.2128 0.2838 0.1401 0.4231 0.3612 0.2564

LCE 0.2368 0.3095 0.1413 0.4251 0.3725∗ 0.2764∗∗∗

GW 0.2098 0.2782 0.1283 0.4521∗∗∗
rrr 0.3841∗∗

rr 0.2820∗∗∗

Wiki 0.2142 0.2980 0.1408 0.4189 0.3549 0.2632

NYT 0.2144 0.2816 0.1346 0.4589∗∗∗
rrr 0.3928∗∗∗rrr 0.2891∗∗∗rr

Web 0.2529∗∗∗ 0.3328∗∗∗ 0.1474 0.4428∗r 0.3754∗ 0.2760∗∗∗

Comb 0.2465∗∗∗ 0.3247∗∗∗ 0.1597∗∗∗rrr 0.4680∗∗∗
rrr 0.3969∗∗∗rrr 0.2929∗∗∗rrr

Document retrieval results for both test collections are presented in Table 5. The

concepts are modeled following the latent concept modeling (LCM) approach we pre-

sented. They are given a weight equal to the initial query (λ = 0.5 in equation 7).

We present the results achieved when choosing each four resources separately for

modeling the concepts. These approaches are compared to two competitive baselines.

The first one is the Markov Random Field (MRF) model for IR, a strong baseline

introduced in (Metzler, Croft, 2005) which models adjacent query terms dependen-

cies and performs proximity search. The second one is the Latent Concept Expansion

model (Metzler, Croft, 2007), which expands the initial query with the top informa-

tive single term concepts extracted from the top pseudo-relevant documents. For both

baselines (MRF and LCE), we follow author’s recommendation and set the weights

to 0.85, 0.10 and 0.05 for query terms, bigram and proximity matches respectively.
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These approaches are known for having performed consistently well amongst various

test collections, including those used in our experiments (Clarke et al., 2011; Metzler,

Croft, 2007).

We see in Table 5 that results vary a lot depending on the resource used for con-

cept modeling. For Web search (with the ClueWeb09 collection), the GigaWord, the

New York Times and Wikipedia are not consistent at providing high quality concepts.

The best results amongst these three are achieved either by the New York Times or

by Wikipedia, and they perform roughly at the same level as MRF does. On the

other side, the Web resource achieves higher results that are statistically significant

compared to the two baselines, except for MAP. For news search (with the Robust04

collection), the influence of the four resources is clearly different. We see that the best

and most statistically significant results are achieved when using concepts modeled

from the NYT and the GigaWord, which are news sources, while the Web resource

also performs well.

The nature of the resource from which concepts are modeled seems to be highly

correlated with the document collection. We see indeed that the Web resource yields

better concepts for Web search while the other resources fail. Similarly, news-based

resources better help retrieval in a news search context. This may be due to word

overlap between the resources and the collections, but the GigaWord and the NYT

only share 18.7% of their unique words. They are very similar for modeling latent

concepts of news-related search queries, but very different when looking at their vo-

cabulary. The size of the Web resource plays a major role. Its results are consistent

on the Robust04 collection and are statistically significant compared to the baselines.

On the other side, using Wikipedia, which is the only resource that does not share its

nature with a test collection, consistently failed to improve document retrieval for both

search tasks. We thus assume that using Wikipedia for modeling latent concepts could

be useful when searching for encyclopedic documents and we leave it for future work.

We also explored the combination of the latent concepts modeled from all the four

sources together by averaging all concept models in the document scoring function:

s(Q,D) = λ · P (Q|D) + (1− λ) ·
1

|S|

∑

σ∈S

∏

k∈Tσ

K̂(M)

(
∏

w∈Wk

P (w|D)φ̂k,w

)δ̂k

(9)

where T
σ

K̂,M
is the concept model built from the information source σ belonging to a

set S . This type of combination is similar to the Mixture of Relevance Models previ-

ously experimented by Diaz and Metzler (Diaz, Metzler, 2006). The results presented

in Table 5 in the row Comb are not surprising and show support for the principles

of polyrepresentation (Ingwersen, 1994) and intentional redundancy (Jones, 1990)

which state that combining cognitively and structurally different representations of

the information needs and documents will increase the likelihood of finding relevant

documents. Even if the combination does not improve the results over the single best

performing source of information, it always reaches the highest level of significance

with respect to the baselines. Despite their low performance when used alone, “minor"
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sources of information play an essential role to improve retrieval by modeling unique

and coherent latent concepts that fit to the whole multiple concept model.
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Figure 4. Retrieval performance (nDCG@20) as a function of parameter λ

Finally, we explore the performance of this concept-based retrieval approach by

varying the λ parameter which controls the trade-off between the latent concepts and

the original query. These performances are plotted in Figure 4, where high values

of λ mean a high influence of the original query with respect to the latent concepts.
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Unsurprisingly, best values of λ tend to be high for information sources that achieve

low results, and low for information sources that achieve high results. When setting

λ = 0, only the combination of information sources achieves better results than setting

λ = 1 for the Robust04 collection. More, taken separately, all the concepts identified

from these different sources are statistically significantly less effective than the origi-

nal query. The combination of concepts modeled from heterogeneous sources is thus a

better representation of the underlying information need than the original query. This

results also confirm that the concepts are very different from one information source to

another. However, they are not irrelevant and contribute to an accurate and complete

representation of the information need.

5. Conclusion

We presented in this paper Latent Concept Modeling, a new unsupervised ap-

proach for modeling the implicit concepts lying behind a user query. These concepts

are extracted from subsets of pseudo-relevant feedback documents coming from het-

erogeneous external resources. The number of latent concepts and the appropriate

number of feedback documents are automatically estimated at query time without any

previous training step. Overall, our method performs consistently well over large

TREC test collections when the sources of information match the collection. The best

results are achieved when combining the latent concepts modeled from all available

sources of information. That shows that our approach is robust enough to handle het-

erogeneous documents dealing with various topics to finally model latent concepts of

the query.

Our approach requires to compute many LDA models, since it jointly estimates

K̂ and M . A separate number of concepts K is estimated for each set of the top-m

feedback documents, and the “best" model is chosen from the K×m matrix of models.

All models, however, are learned on a very small number of documents (ranging from

1 to 20) Since the models are computed on small pieces of text (typically from 500

to 10,000 words), computation is a lot faster than for complete collections composed

of millions of documents. Since long queries can take up to 5 minutes, it is clearly

not feasible in the context of a live search engine. However we did not optimize the

algorithms, neither did we take advantage of parallel programming. We think our

approach could also benefit from future advances in the computation and estimation

of LDA.

Apart from helping document retrieval, Latent Concept Modeling could be used to

display intelligent, human-readable concepts in order to help the user during search.

Concepts often refer to one or several entities, entity linking could then be another

application of our method, as well as faceted topic retrieval. Moreover, this method

is not only restricted to queries. Indeed, it can be used to quantify and model the

latent concepts of any short piece of text, such as tweets or questions for example.

Contextualizing tweets using sentences that cover these latent concepts was shown to

be effective (Deveaud, Boudin, 2012), and is thus a promising future application.
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